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The spin dynamics for Carr–Purcell–Meiboom–Gill-like se-
quences is analyzed in grossly inhomogeneous B0 and B1 fields.
This problem is important for many applications, especially when
the bandwidth of the signal is excitation limited. Examples include
stray-field NMR or inside-out NMR probes used in well logging.
The amplitudes of the first few echoes exhibit a characteristic
transient behavior but quickly approach a smooth asymptotic
behavior. For simple Hamiltonians without scalar or dipolar cou-
plings, the evolution of a refocusing subcycle for a given isochro-
mat is described by a rotation. Simple expressions for the signal of
the Nth echo are derived in terms of these effective rotations that
have a simple geometrical interpretation. It is shown that the
asymptotic behavior is controlled by the direction of the axis of
these effective rotations and the signal is dominated by magneti-
zation “spin-locked” to the rotation axis. The phase of the signal
is independent of the details of the field inhomogeneities. Relax-
ation in inhomogeneous fields leads to a signal decay that is in
general nonexponential with an initial decay rate that is a
weighted sum of T1

21 and T2
21. At long times, the echo amplitudes

decay to a finite value. Phase cycling eliminates this offset. The
effect of diffusion is also studied. This analysis has been applied to
an inside-out NMR well logging apparatus. Good quantitative
agreement is found between measurements and calculations that
are based on the measured B0 and B1 field maps. © 2000 Academic Press

Key Words: inhomogeneous fields; CPMG; relaxation; diffusion;
well logging.

1. INTRODUCTION

In standard NMR measurements, great care is taken to
a static magnetic field,B0, and an RF field,B1, that are a
homogeneous as possible over the sample volume. How
there are a number of applications where NMR measurem
are performed in grossly inhomogeneous fields. This incl
applications where the sample is outside the apparatus, s
in NMR well logging (1) or in materials testing with portab
NMR surface scanners (2, 3). In stray-field NMR (4), the
sample is deliberately placed at a spot where the static
netic field is very inhomogeneous. When surface coils are
in MRI, the RF field at the sample is highly nonunifor
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Another application is NQR on polycrystalline materials
used, for instance, in the detection of explosives or narc
(5, 6). In this case, the effective RF field varies from crysta
o crystallite, because only the component of the RF field a
he relevant axis of the electric field gradient tensor is effec

Here we study the spin dynamics in both inhomogen
tatic and RF fields. We concentrate on multipulse seque
uch as the Carr–Purcell–Meiboom–Gill (CPMG) sequ
7, 8), where the magnetization is refocused repeatedly
easured stroboscopically at constant time intervals.
The paper is organized as follows: In Section 2, we for

ate the general problem of spin dynamics in grossly inho
eneous fields. The general expression for the signal of thNth
cho is derived. We analyze the spin dynamics in term
ffective rotations that represent the spin dynamics of an e
efocusing subcycle. Special attention is given to the ax
hese rotations. In Section 3, we apply the general analy
he CPMG sequence. Simple expressions for the asym
ignal as a function of offset and detuning parameters
iven. Relaxation is examined in Section 4. Results for

nitial decay rate in terms of 1/T1 and 1/T2 are derived. Simpl
expressions for signal offsets at long time are obtained
T1 5 T2. In Section 5, we apply the analysis of the previ
sections to the case of an NMR logging apparatus use
oilfield applications. TheB0 and B1 fields were mapped an
calculations directly compared with measurements. Diffu
effects are discussed in Section 6.

In previous work, Voldet al. (9) studied experimentally th
effect of imperfect pulses and frequency offsets on the r
ation times measured with the CPMG sequence. Our anal
results are in agreement with their observed offsets at
time. Bull (10) also studied the magnetization decay obse
with the CPMG sequence in inhomogeneous fields. He
tained analytical results for some special cases that were
firmed experimentally and are in agreement with our res
Benson and McDonald (11, 12) studied the amplitude mod
lation of the first few echoes in a constant gradient for s
field applications, both theoretically and experimentally. G
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121CPMG IN GROSSLY INHOMOGENEOUS FIELDS
man and Prammer (13) analyzed a different well loggin
pparatus. Analytical results were obtained for the first
choes and numerical simulations were used to investiga
ffects of inhomogeneous fields on the measured relax

imes. Bain and Randall (14) analyzed two sequences, 98x–
(908y)

n and 908x–(908x)
n, in inhomogeneous fields. Assum

delta-function RF pulses, they calculated the echo amplit
of the first few echoes and found that they oscillate
approach different limits. Our approach in this paper giv
simple geometrical interpretation for this observation and
lows one to generalize the calculation to include finite p
width and relaxation.

2. SPIN DYNAMICS IN INHOMOGENEOUS FIELDS

We assume that the spin dynamics is solely determine
the Larmor precession in the applied static fieldB0(r ) and the
effects of the RF fieldB1(r , t). Effects of relaxation an
diffusion are considered later. We further assume thatuB0(r )u @
uB1(r , t)u. In this case, we only have to consider the compo
of the RF fieldB1 that is circularly polarized and orthogona
B0(r ). This component has the magnitude

B1c 5
1

2 FB1~r ! 2 B0~r !
B1~r ! z B0~r !

B0~r ! z B0~r !G . [1]

The spin dynamics depends on the two vector fieldsB0 and
B1c only through two scalar quantities,Dv0 andv1. Dv0 is the
offset of the RF frequencyvRF from the local Larmor fre-
quency,guB0u:

Dv0 ; ~vRF 2 guB0u!. [2]

n resonance,Dv0 5 0. Note that we use the same s
convention as in (15). The second frequency,v1, measures th
amplitude of the RF pulse and is defined by

2gB1c~t! 5 v1cos~vRFt 1 f!. [3]

ere f is the phase of the RF pulse. With this notation,
Hamiltonian in the rotating frame of the RF frequency beco

* 5 O
k51

N

$Dv0,kI z,k 1 v1,k~t!~cosfI x,k 1 sin fI y,k!%. [4]

.1. General Expression for Signal

The in- and out-of-phase voltage induced in the coil fro
ample in grossly inhomogeneous fields can be writte
16, 17)
w
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Vx,y~t! 5
2x

m0
E dr F~r ! B0

2~r !
v1~r !

I
F~Dv0~r !!mx,y~r t!.

[5]

erex is the nuclear susceptibility. The quantitymx,y(r , t) is
the local transverse magnetization at pointr and timet, nor-
malized to the thermal longitudinal magnetization,M 0(r ) 5
x/m 0 B0(r ). For water at room temperature, the nuclear-
ceptibility, x, is x 5 4.043 1029 in MKS units.F(Dv 0) is the
frequency response of the detection system, including the
response and any hardware or software filters.I is the curren
needed in the coil to give raise tov1(r ) in the sample. B
reciprocity, the factor ofv 1(r )/I gives then the efficiency
the coil to detect magnetization at a pointr. In Eq. [5], one
factor ofB0 stems from the Boltzmann factor; the other co
from Faraday’s law. We have included a termF(r ) to denote
the variations in the local density of spins. In porous me
F(r ) corresponds to the local porosity.

For many applications, it is convenient to replace the th
dimensional integral overr in Eq. [5] by a two-dimensiona
integral overDv0 andv1. A distribution function,f(Dv 0, v 1),
is determined from the field mapsB0(r ) and B1(r ) (and the
porosity mapF(r )), such thatf(Dv 0, v 1)dDv 0dv 1 equals th
number of spins withDv0 6 dDv0 andv1 6 dv1, multiplied
by the coil efficiency factorv 1(r )/I . With this distribution
function, the expression for the signal, Eq. [5], becomes

Vx,y~t! 5
2x

m0
EE dDv0dv1 f~Dv0, v1!~vRF 2 Dv0!

2

3 F~Dv0!mx,y~Dv0, v1!

.
2x

m0
EE dDv0dv1 f~Dv0, v1!v RF

2

3 F~Dv0!mx,y~Dv0, v1!. [6]

Here we have used the fact thatuB0u @ uB1u. Note that this
description as a two-dimensional integral overDv0 andv1 is
possible as long as the signal depends only on the local v
of the fields. This is not the case if motion during the m
surement is important, for instance, due to diffusion, flow
movement of the NMR instrument with respect to the sam

2.2. CPMG-like Sequences in Grossly Inhomogeneous F

In the absence of relaxation, the normalized magnetiz
m(r , t) is a unit vector, initially pointing along the loc
direction of the static field. It is best to describe the s
dynamics in local rotating frames that rotate with the ca
frequencyvRF around the local direction ofB0(r ). At each
point r, the coordinate system of the rotating frame is cho
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122 HÜRLIMANN AND GRIFFIN
such that theẑ axis is pointing along theB0 field and thex̂ axis
is pointing along the local direction ofB1c whenf 5 0. For our
calculation, we assume that the same RF coil is use
transmitter and receiver.

In this rotating frame the spin dynamics consists of con
utive rotations5. The axisn̂ and the nutation frequencyV
characterizing the rotations during the RF pulses are d
mined by the applied RF field strength and the detuning:

V 5 ÎDv 0
2 1 v 1

2 [7]

n̂ 5
v1

V
@cos~f! x̂ 1 sin~f! ŷ# 1

Dv0

V
ẑ. [8]

Between the RF pulses,v1 5 0 and the magnetizatio
evolves around theẑ-axis:

@mx 1 imy#~r , t!

5 exp$iDv0~r !~t 2 t0!%@mx 1 imy#~r , t0!. [9]

In grossly inhomogeneous fields, this leads to fast dephas
the overall magnetization, and refocusing pulses are use
rephasing. We consider here generalized CPMG-like
quences of the form shown in Fig. 1. After the initial sub
quence!, used to excite the spins, identical subsequenc@

re applied repeatedly and the echoes are formed at the
ach cycle of@. In general, the subsequences! and @ can
onsist of any number of RF pulses and sweeps and pe
ithout any applied RF. The refocusing cycle is assumed

epeated typically several hundred to thousand times. In
eld logging applications, this is necessary to determine r
tion times that can span three orders of magnitude in tim

he standard CPMG sequence,! consists of a single 90° pul
nd @ is composed of three periods: an initial periodtcp

FIG. 1. Schematic pulse sequence: The general pulse sequence is co
f an initial excitation sequence, represented by a rotation5!, followed by a large
umber of refocusing cycles, represented by rotations5@. The signal forms at th

end of each refocusing cycle. In the CPMG pulse sequence, the excitat
quence consists of an RF pulse of durationt90. The refocusing cycle consists o
eriod of free precession of durationtCP 5 (tE 2 t180)/2, an RF pulse of duratio

t180, followed by another identical period of free precession.
as
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without RF, a 180° pulse, and another periodtcp without RF.
With this notation, the echo spacingtE is tE 5 2t cp 1 t 180.

2.3. Overall Rotation for Refocusing Cycle

The evolution over a single subcycle@ consists of conse
utive rotations. In the absence of relaxation and with
assumptions made before, this evolution can always b
scribed by a single, overall rotation5@. The overall rotatio
5@ is characterized by an axis of rotation,n̂@, and an angle o
rotation, a@. Similarly, we can describe the effect of
subcycle! by the net rotation5!. The overall evolutio
between the initial condition and the end of theNth cycle of@,
the Nth echo, is then completely determined by

mN 5 @5@~n̂@, a@!# N5!$ ẑ% 5 5@~n̂@, Na@!5!$ ẑ%.

[10]

It is useful to rewrite this as

mN 5 n̂@~n̂@ z 5!$ ẑ%! 1 @5!$ ẑ% 2 n̂@~n̂@ z 5!$ ẑ%!#

3 cos~Na@! 1 ~n̂@ 3 5!$ ẑ%!sin~Na@!. [11]

he first term does not depend on the echo numberN, wherea
he second and third terms oscillate with a frequencya@. This
frequency depends onDv0 andv1, which are assumed here
have a wide range of values. Therefore, only the first term
coherently from echo to echo.

2.4. Asymptotic Signal

Since the signal is obtained by integrating the contribut
from all spins, the second and third terms of Eq. [11] are
important for the early echoes. For a sufficiently high num
of echoes, the signal will be dominated by the first term;
other two terms tend to average out.

This statement implicitly assumes thata@ Þ 0. There ar
pecial points in theDv0 2 v1 plane where5@ is the identity

operation witha@ 5 0. For these points, the second and t
terms in Eq. [11] will not average out. However, in inhom
geneous fields, the contribution from these points is typic
very small and this complication can be neglected in most c

The first term in Eq. [11] can be thought of as a genera
form of spin locking. The spins are locked not to the actua
field with axis (v 1/V) ŷ 1 (Dv 0/V) ẑ, but to the effective ax
n̂@ that includes the effect of free precession between
pulses. At long enough times, only the magnetization locke
n̂@ survives; the other terms give rise to a transient. In ano
language (10), n̂@ is the eigenvector of the operator@ with the

igenvalue 1. The other two eigenvalues are complex. At
ime, the asymptotic signal is then given by

sed

se-
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123CPMG IN GROSSLY INHOMOGENEOUS FIELDS
Vx,y
` ~t! 5

2x

m0
EE dDv0dv1 f~Dv0, v1!~vRF 2 Dv0!

2

3 F~Dv0!@~ x̂ 1 iŷ! z n̂@#~n̂@ z 5!$ ẑ%!. [12]

In general, the largest signal is generated with refocusin
quences@ for which the effective axis of rotation,n̂@, points in
the same direction in thex–y plane over as large a range ofDv0

andv1 as possible. Such a refocusing sequence should be com
with an initial pulse cycle! that rotates the vectorẑ onto n̂@.

Note that the anglea@ does not enter the optimizati
directly (it only affects the transient signal at early times)

3. ANALYSIS OF CPMG SEQUENCE
IN INHOMOGENEOUS FIELDS

In the standard CPMG sequence (7, 8), the excitation cycl
! consists of a singlep/2 pulse and the refocusing cycle@
onsists of three intervals: an intervaltcp of free precession

followed by ap pulse applied along theŷ axis of durationt 180,
and another intervaltcp of free precession (see Fig. 1).

Modified Carr–Purcell sequences have been introd
where the phase of the refocusing pulse is cycled within
sequence (18–21). Denoting 5 @k the evolution of thekth
efocusing cycle and assuming that the phase cycle hN

elements, we can analyze these modified sequences wi
same approach as discussed before. There areN different types

f echoes and for thej th type, the refocusing rotation5@ has
to be replaced by5 @ 3 5 @j21 . . . 5 @15 @N . . . 5 @j and the
excitation cycle5! by 5 ! 3 5 @j21 . . . 5 @15 !. For our
application discussed in Section 5, we found no benefit in u
these modified sequences and we concentrate here o
standard CPMG sequence.

To calculate the axisn̂@ and anglea@ of the overall rotatio
resulting from several consecutive rotations, we use the
pressions given by Counsellet al. (22). A rotation characte
ized by (n̂1, a 1), followed by a second rotation characteri
by (n̂2, a 2), is described by a net rotation around an axisn̂12

and an anglea12 given by

cosSa12

2 D 5 cosSa1

2 DcosSa2

2 D 2 sinSa1

2 DsinSa2

2 D n̂1 z n̂2

[13]

sinSa12

2 D n̂12 5 sinSa1

2 DcosSa2

2 D n̂1 1 cosSa1

2 DsinSa2

2 D n̂2

2 sinSa1

2 DsinSa2

2 D n̂1 3 n̂2. [14]

3.1. Refocusing Cycle@ for CPMG Sequence

For arbitrary offsets inDv0 and v1, the rotation for th
refocusing cycle,5@, becomes
e-

ned

ed
e

the

g
the

x-

5@ 5 5~ ẑ, Dv0tcp!

3 5 SSv1

V
ŷ 1

Dv0

V
ẑD , Vt180D5~ ẑ, Dv0tcp!. [15]

For all symmetrical composites of the form5 c 5 5(n̂1,
a 1)5(n̂2, a 2)5(n̂1, a 1), the axis of the composite rotation l
in the plane spanned by (n̂1, n̂2). This implies that for th
CPMG sequence, the axisn̂@ always lies in the (ŷ, ẑ) plane

nd n̂@ z x̂ 5 0. At long times, the signal at the peak of
echo has therefore only ay-component and nox-component
independent of the profile ofB0 or B1.

This analysis is based on rectangular RF pulses. If th
pulses have finite rise and fall times, the temporal symme
in general broken. Even if the pulses have a short rise time
tuned circuit of the transmitter coil will cause “phase glitch
in the applied fieldB1, especially in probes with highQ
(23, 24). Both of these effects will lead to a smallx-componen
in the axis of the composite rotation. This complication
neglected below.

It is convenient to use the following abbreviations:nx [
n̂@ z x̂; ny [ n̂@ z ŷ; nz [ n̂@ z ẑ. For rectangular pulses, t
following results are obtained:

ny 5 n̂@ z ŷ 5
v1

V

3
sin b2

HFv1

V
sin b2G 2

1 Fsin b1cosb2 1
Dv0

V
cosb1sin b2G 2J 1/ 2

[16]

nz 5 n̂@ z ẑ

5

sin b1cosb2 1
Dv0

V
cosb1sin b2

HFv1

V
sin b2G 2

1 Fsin b1cosb2 1
Dv0

V
cosb1sin b2G 2J 1/ 2

[17]

cosSa@

2 D 5 cosb1cosb2 2
Dv0

V
sin b1sin b2, [18]

where

b1 5 Dv0tcp [19]

b2 5 Vt180/ 2, [20]
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124 HÜRLIMANN AND GRIFFIN
and Dv0, v1, and V were given in Eqs. [2], [3], and [7
respectively. In these expressions, 0# a@ , 2p. Alternatively,
one could chooseny $ 0, because (n̂@, a @) and (2n̂@, 2p 2
a @) describe identical situations. Note thatny(2Dv 0, v 1) 5
ny(Dv 0, v 1), nz(2Dv 0, v 1) 5 2nz(Dv 0, v 1), and
a@(2Dv0, v1) 5 a@(Dv0, v1).

3.1.1. Axis of the effective rotation for the refocusing cy
n Fig. 2, the y-component of the axisn̂@ describing th
refocusing cycle,unyu, is plotted as a function ofDv0 andv1.
In this figure, the units of the frequenciesDv0 andv1 arev 1

0 [
p/t 180, the nominal value ofv1 for a 180° pulse on resonan
In these units, the main sweet spot occurs at (Dv0/v1

0, v1/v1
0) 5

(0, 1). Results are shown for two values oftE/t 180 5 7 and 15
Figure 2 shows that the axis of the effective rotatio

affected by both the pulse strength and the echo spacing
circular features depend mainly onV and scale with the R
field strength. There is a multitude of circles, because
resonance, an odd multiple of the nominal pulse strengtv1

0

leads again to a 180° pulse modulo 360° pulses. In add
there are predominately vertical features superimpose
these circular features. These vertical features scale wit
inverse of the echo spacing, 1/tE.

FIG. 2. Component of the axis of the effective rotation describing
refocusing cycle5@ along theŷ direction,unyu, for the refocusing cycle of th

PMG sequence as a function of the normalized detuning from the L
requency,Dv 0t 180/p, and the normalized RF field strength,v 1t 180/p. The
refocusing cycle consists of free precession interval and a nominal 18u y

pulse, followed by another free precession interval. The two figures a
different echo spacings,tE, or duration of the refocusing cycle. (A)tE 5 7t 180;
(B) tE 5 15t 180.
.

s
he

n

n,
on
he

Quantitatively, the axis of the effective rotation has
following features in theDv0 2 v1 plane:

● Pureẑ-rotations: The dark semicircles correspond tony 5
0, i.e., pureẑ-rotations. These lines are described by (Dv 0/
v 1

0) 2 1 (v 1/v 1
0) 2 5 (2k) 2; (k integer). Under this conditio

Vt 180 5 k2p, i.e., the RF pulse has no net effect. The ove
rotation5@ is purely a rotation around theẑ-axis with an angl
2Dv0tcp.

● Pure ŷ-rotations: In theDv0 2 v1 plane, there are als
lines along whichunyu 5 1, i.e., pureŷ-rotations. Thej th line
originates at (Dv 0/v 1

0, v 1/v 1
0) 5 (0, 2j 2 1) ( j integer), and

nds at thev1 5 0 axis at (Dv 0/v 1
0, v 1/v 1

0) 5 (6j 2t 180/tE,
0). In addition, pureŷ-rotations are also obtained along
on-resonance lineDv0 5 0.

● Identity operation: The lines of pureŷ-rotations intersec
the lines of pureẑ-rotations at special points where the ove
rotation5@ is the identity operation. At these points, the a
of rotation is not uniquely defined and can be chose
any direction. Thekth semicircle of pureẑ-rotations is
intersected by thej th line of pure ŷ-rotation if k , j , k

E/t 180 and it occurs at (Dv 0/v 1
0, v 1/v 1

0) k, j 5 (6( j 2 k)
t 180/t cp, Î~2k! 2 2 ~~ j 2 k!t 180/t cp)

2). In addition, the follow
ing points on the axes describe identity operations: (Dv 0/v 1

0,
v 1/v 1

0) 5 (6j 2t 180/tE, 0) and (Dv 0/v 1
0, v 1/v 1

0) 5 (0, 2k).

3.2. Asymptotic Signal for CPMG Sequence

The asymptotic signal of the CPMG sequence is due t
magnetization that is locked to the composite rotation axisn̂@,

s shown in Eq. [12]. At the nominal echo center, this m
etization, normalized to the equilibrium magnetization, ca
ritten as

m` 5 n̂@~n̂@ z 5!$ ẑ%!. [21]

We have shown thatn̂@ has nox-component. It follows tha
the asymptotic signal at the nominal echo center is alwa
they-channel withVx

` 5 0. The signal exhibits a pure abso-
ion spectrum, independent of the exact nature of the
nhomogeneities.

For the CPMG sequence, the initial excitation5 !{ ẑ} is a
nominal 908u6x pulse on resonance. Meiboom and Gill (8) first

ointed out that the phase of the initial pulse has to be sh
y 90° with respect to the refocusing pulses. This require
an be easily understood from Eq. [21]. To obtain the lar
ignal, the initial pulse has to tip the magnetization i
irection colinear with the axisn̂@, therefore maximizing (n̂@ z

!{ ẑ}). Without a phase shift between the 90° pulse and
subsequent 180° refocusing pulses, the magnetization is
dominantly perpendicular ton̂@ and the asymptotic sign
vanishes. The same argument immediately explains the d

or

or
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125CPMG IN GROSSLY INHOMOGENEOUS FIELDS
ence in the asymptotic behavior of the two sequences ana
by Bain and Randall in (14).

For an initial 908u6x pulse, the resulting magnetizati
5690x{ ẑ} for arbitrary offsets inB0 or B1 is given by

5690x$ ẑ% 5 1
6

Dv0v1

V 2 ~1 2 cosVt90!

7
v1

V
sin Vt90

Dv 0
2

V 2 1
v 1

2

V 2 cosVt90

2 . [22]

It is common practice to use phase cycling to eliminate
offsets in the detection electronics or to eliminate the effec
pulse ringing and magnetoacoustic ringing. The basic p
cycling scheme for the CPMG sequence alternates the ph
the 90° pulse between2x and1x without changing the pha
of the 180° pulses. The resulting signal is added and
tracted. We include the effects of phase cycling in the
dynamics calculation by replacing5 90x{ ẑ} with

5!$ ẑ% 5
1

2
@5290x 2 5190x#$ ẑ%

5
v1

V 12
Dv0

V
~1 2 cosVt90!

sin Vt90

0
2 . [23]

Using the fact that5 !{ ẑ} with phase cycling has on
omponents in thex̂–ŷ plane and the axisn̂@ has only com-

ponents in theŷ–ẑ plane, Eq. [21] simplifies to

m`,y 5 ny
2~ ŷ z 5!$ ẑ%!. [24]

Using Eqs. [16] forny and [23] for5 !{ ẑ}, m`,y with phase
cycling becomes

FIG. 3. Normalized asymptotic magnetization for CPMG sequence,m`,y,
s a function ofDv 0t 180/p andv 1t 180/p. The solid lines are contour lines at

60.5, and60.9. The echo spacing was set totE 5 7t 180.
ed

y
of
se
of

b-
in

m`,y~Dv0, v1!

5
v1

V

sin~Vt90!

1 1 F V

v1
sin~Dv0tE/ 2!cot~Vt180/ 2!

1
Dv0

v1
cos~Dv0tE/ 2!G 2

. [25]

The asymptotic normalized magnetization, Eq. [25], is p
ted in Fig. 3 as a function ofDv0 andv1. The sweet spot is
(Dv 0 5 0, v 1 5 p/t 180). At odd multiples of the nominal R
field strength, there are other sweet spots, but the asym
magnetization has alternating signs. The additional, ba
structure depends on the echo spacing,tE. The stripes ar
spaced by approximatelydv 0 5 2p/tE. Note that if the field
inhomogeneity inB0 is larger than this spacing, the effect
this structure is completely averaged out for echoes withi
CPMG. The reason is that the acquisition time for an e
within the CPMG sequence is necessarily less thantE, leading
o a frequency resolution that is coarser than this spacing
tructure can be observed if the field homogeneity is
nough or if the CPMG sequence is stopped and the last

s acquired with a long acquisition time. The fine structur
he spectrum will then lead to secondary echoes at at
n 1 1/ 2)tE after the last refocusing pulse.

4. RELAXATION

4.1. General Expressions

In this section, effects ofT2 and T1 relaxation during th
intervals of free precession between the pulses are ana
Relaxation during the RF pulses is neglected.

The following operator describes relaxation during the inte
tCP for the magnetization, normalized to the thermal equilibri

25$m% 5 @G1~m z ẑ! 1 ~1 2 G1!# ẑ 1 G2@m 2 ~m z ẑ! ẑ#,

[26]

hereG i [ exp{2tCP/T i}. The expression for the magne-
zation of theNth echo,mN, is modified from a combination
pure rotations in the absence of relaxation,mN 5 [(5 @)N5 !]
{ ẑ}, to an expression involving also the relaxation oper
25: mN 5 [(2 55 @2 5)N5 !] { ẑ}. If we write

~255@25!$m% ; 2@$m% 1 r, [27]

hen the expression formN with relaxation becomes

mN 5 @~2@! N5!#$ ẑ% 1 O
k50

N21

~2@! k$r%. [28]
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126 HÜRLIMANN AND GRIFFIN
With standard phase cycling, the last term in Eq. [28] does
contribute to the signal. The relevant first term has a form
ogous to the expression for the magnetization in the absen
relaxation, Eq. [10]. In the presence of relaxation, the effe
rotation5@ is replaced by the more complicated operator2@.

It is straightforward to calculate the operator2@. We list it
in the coordinate system spanned by the three vectorsx̂;
(G 1/G 0 nz) ŷ 2 (G 2/G 0 ny) ẑ; (G 2/G 0 ny) ŷ 1 (G 1/G 0 nz) ẑ},
whereG 0 [ =G 1

2nz
2 1 G 2

2ny
2:

In general, it is difficult to give the operator2@ a simple
geometrical interpretation. However, there are two impo
and simple limits: (i) absence of relaxation,G i 5 1. In this
case,2@ reduces to the rotation5@. (ii) T1 5 T2. In this case
G 1 5 G 2 5 G 0 5 exp{2tCP/T1} and 2@ describes the rotatio
5@ followed by an isotropic reduction by exp{22tCP/T1}.

The vectorr in the same coordinate system as used a
or 2@ is given by

r 5 ~1 2 G1!

3 1
G2sin~a@!ny

2
G2

G0
@1 1 G1cos~a@!#ny

G1

G0
@1 1 G1#nz 2

G 1
2 2 G 2

2

G0
@1 2 cos~a@!#ny

2nz
2 .

[30]

Using this particular coordinate system, the representati
the operator2@ in Eq. [29] splits naturally into two parts. T
first matrix has only a single nonzero element and it is i
pendent ofa@. In contrast, each term in the second matri
proportional to either cos(a@) or sin(a@). To obtain the signa
of theNth echo, the operator has to be raised to theNth power
and then averaged over all the relevant values ofDv0 andv1.
The signal will be dominated by the first term, since all
other terms have an oscillatory nature and tend to averag
This is in analogy to the prior argument that the asymp
signal will be determined by the first term in Eq. [11].

2@ 5 S0 0 0
0 0 0
0 0 G 0

2
D 1 1

G 2
2cos~a@!

G1G 2
2

G0
sin~a@!

G2~G 2
2 2 G 1

2!

G0
nynzsin~a@!

G2G1~G
ot
l-
of

e

nt

ve

of

-
s

e
ut.

ic

4.2. Signal Offset and Saturation for T1 5 T2

We first treat the case ofT1 5 T2. For echo spacings sho
compared to the relaxation times,tCP ! T2, and after the firs
few echoes,t . tCP, we can safely neglect terms that dep
on a@. Using Eqs. [28], [29], and [30], we obtain for t
normalized magnetization,m(t),

m~t! < ~n̂@ z 5!$ ẑ%!n̂@e2t/T2 1 nzn̂@~1 2 e2t/T2!. [31]

The first term is the desired signal. With the assumptionT1 5

2, relaxation simply leads to an exponential decay with
decay timeT2. The second term is an offset term, as has
studied experimentally by Voldet al. (9). Hughes and Lind
blom (25, 26) considered the offset term theoretically, but th
treatment is restricted to small offset frequencies,Dv0 ! v1.
The present treatment is valid for all offsets.

The offset term can be separated from the signal term
standard phase cycling. Equation [31] shows that at the e
the CPMG sequence of durationt @ T2, the baseline offset o
the signal isMy 3 nynzM 0, and the saturation of the longit-
dinal magnetization isMz 3 nz

2M 0. As expected,Mz 3 0 on
resonance andMz 3 M 0 far off resonance. Note that t
magnetization at long time is independent of relaxation tim
inhomogeneous fields, the offset of the signal at the nom
echo center tends to be small, becausenynz is a rapidly oscil-
lating function with respect toDv0. However, this term de-
cribes the “steady-state-free-precession” signal (27, 28) in

inhomogeneous fields that can be observed before and af
nominal 180° RF pulses.

4.3. Observed Relaxation Time for T1 Þ T2

When T1 Þ T2, the situation is more complicated. W
assume standard phase cycling and only consider the
term that is independent ofa@. The decay of the transver
magnetization depends both onT1 and onT2. Relaxation add
a nontrivial decay term to the expression for the asymp
normalized magnetization:

1G 2
2

G0
sin~a@! 2

G2~G 2
2 2 G 1

2!

G0
nynzsin~a@!

1
2G 2

2

0
2 cos~a@!

G2G1~G 2
2 2 G 1

2!

G 0
2 nynzcos~a@!

2 G 1
2!

nynzcos~a@!
~G 2

2 2 G 1
2! 2

G 0
2 ~nynz!

2cos~a@!.
2 [29]
2
G

G

G

2
2

G 0
2



o

ple

H the

tiv
ha
loc

e

ffe
us

i es
wit

t
t pin
l
e

of
g

i Eq
[

rat
f

33
ults

f io
o ion

[33
h

an

s to
well
f
and
been
d

i rse to
t pot in
t oint
w dial
d half
c
s The
f f the
b ratus
i tions
i

5

nt in
s d RF
fi tatic
fi t of
R re

of the
d.
on
long
m
ntial

ated
s the
fi ency
o ially
a erse
d The
s rd

the
field
g

p is
ion as
the

cant
r is
n,

127CPMG IN GROSSLY INHOMOGENEOUS FIELDS
mN < $ny
2e22tCP/T2 1 nz

2e22tCP/T1% Nny
2~ ŷ z 5!$ ẑ%!. [32]

In general, the signal decay is not single exponential anym
but decays with a distribution of decay times betweenT1 and
T2. The initial decay rate of Eq. [32] is given by the sim
expression

1

T2,eff
5 ^ny

2&
1

T2
1 ^nz

2&
1

T1
5

1

T2
2 ^nz

2& S 1

T2
2

1

T1
D . [33]

ere 0 # ^nz
2& # 1 is the average of the square of

projection of the effective axisn̂@ onto thez-axis. The effec-
tive decay rate is a weighted sum of theT1 andT2 relaxation
rates, with weights determined by the direction of the effec
axis n̂@. Note that this expression for the initial decay rate
the same form as the effective relaxation rate in spin-
experiments under off resonant conditions (29). In that case,T2

in Eq. [33] is replaced byT1r and nz is replaced by th
z-component of the axis of the effective RF field,Dv0/V. For
the CPMG sequence, the relevant axis is not that of the e
tive RF field, but the axisn̂@ that describes the whole refoc-
ng cycle, including the free precession between the puls

The total signal displays an initial transient associated
he magnetization perpendicular to the effective axisn̂@. Af-
erward, the signal is dominated by the magnetization “s
ocked” to n̂@ and decays with the initial rate 1/T2,eff. An
xplicit example is shown in Section 5.5.
For a given field map,̂nz

2& is a constant independent
relaxation times. The average ofnz

2 is calculated by weightin
t with the expected signal in the absence of relaxation,
12, 24],

^nz
2& 5

** dDv0dv1 f~Dv0, v1!~vRF 2 Dv0!
2

3 F~Dv0!m`,y~Dv0, v1!nz
2~Dv0, v1!

** dDv0dv1 f~Dv0, v1!~vRF 2 Dv0!
2

3 F~Dv0!m`,y~Dv0, v1!

.

[34]

Bull (10) has previously calculated the effective decay
or the specific case ofDv 0 5 2p/tE. His result, (Eq. [40] in
(10)), is in agreement with the more general result in Eq. [
Goelman and Prammer (13) have presented numerical res
or the effective relaxation timeT2,eff as a function of the rat
f T1/T2 for another NMR logging device. We show in Sect

5.5 that their numerical results are well described by Eq.
Relaxation during the RF pulses has been neglected. W

short echo spacings are used, the treatment has to be exp
to includeT1,r relaxation effects.
re,

e
s
k

c-
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].
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5. APPLICATION TO THE NMR LOGGING TOOL

In this section, we apply the spin dynamics calculation
characterize an “inside-out” NMR apparatus used for oil-
logging (1). Such instruments are used forin situ evaluation o
geological formations in boreholes up to 10 km deep
temperatures up to 175°C. This NMR apparatus has
described in detail by Kleinberget al. (17). The magnetic fiel
s generated by two SmCo magnets, magnetized transve
he sonde axis and arranged in a way to create a sweet s
he formation. At the sweet spot, the field forms a saddle p
ith the magnetic field pointing predominantly in the ra
irection. The RF field is generated by a 15-cm-long
oaxial cable placed on the face of the sonde (30). At the
addle point, the RF field is transverse to the static field.
ace of the RF sensor is pressed against the wall o
orehole. Under normal operation, the whole NMR appa

s pulled upward and the NMR response of the earth forma
s continuously measured using the CPMG sequence.

.1. Field Maps

In order to calculate the signal strength at any given poi
pace, both the magnitude and the direction of the static an
eld have to be known. We mapped the vectors of the s
eld, B0(r ), and the RF field normalized by the square roo
F power, B1(r )/=P, in all three dimensions. Details a

discussed in the Appendix. From these field maps, maps
detuning frequencyDv0 and the RF strengthv1 are generate
Figure 4 shows theuDv0u and v1 maps in a cross secti
perpendicular to the sonde axis at the position halfway a
the RF sensor. The radial directionx is measured outward fro
the outer most face of the NMR apparatus; the tange
directiony is centered at the symmetry plane of the tool.

With this magnet arrangement, the sweet spot is loc
lightly over an inch into the formation. At the sweet spot,
eld strength is 541.2 G, corresponding to a Larmor frequ
f 2.3 MHz. The magnetic field strength is decreasing rad
way from the saddle point and increasing in the transv
irection closer to the pole pieces of the two magnets.
trength of the RF fielduB1(r )u increases monotonically towa

the RF sensor. However, for NMR applications, only
component of the RF field perpendicular to the static
contributes tov1. In the transverse plane,v1 vanishes alon
two lines where the fieldsB0(r ) andB1(r ) are parallel.

Using the field maps shown in Fig. 4, the sensitivity ma
calculated and displayed in Fig. 5 for the same cross sect
before. The sensitivity is the integrand of Eq. [5], using
asymptotic magnetization of Eq. [24]. There are no signifi
regions with negative sensitivity. Ideally, a matched filte
used forF(Dv 0) in Eq. [5]. For the purpose of this calculatio
we have used a simple filter of the formF(Dv 0) 5
sinc2(Dv 0Tfilter/4), with Tfilter 5 2t 180.
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128 HÜRLIMANN AND GRIFFIN
The sensitivity map in Fig. 5 has a similar shape as theDv0

map in Fig. 4. The signal is dominated by contributions com
from the region around the sweet spot and from the two “sp
legs” extending toward the RF sensor. The other two sp
legs are attenuated, because the RF field decreases rap
the radial direction.

Also shown in Fig. 5 are contour lines of constant grad
u¹B0u. Close to the sweet spot they form circles, characte
for a saddle point. The effect of these gradients will be fur
discussed in Section 6.

5.2. Distribution Function ofDv0 and v1

For the calculation of the total NMR signal, we have
integrate the sensitivity over three dimensions. As pointed
above, the integral can be reduced to a two-dimensional
gral over Dv0, v1 by calculating the distribution functio
f(Dv 0, v 1), defined in Eq. [6]. Figure 6shows the distributio
function for the current NMR apparatus extracted from
measured field maps.

This distribution function is peaked near the sweet
(Dv 0, v 1) 5 (0, p/t 180), but has significant contributio
away from it. It is intermediate between two extreme cases
a homogeneous field, the distribution function would b
delta-function centered at the sweet spot. In a gradient
such as encountered in stray field NMR (4) or in logging tools

FIG. 4. Map of the measured static and RF fields in a cross se
through the plane perpendicular to the sonde axis at the position halfway
the RF sensor. The grayscale image displaysuDv0u. For the value oft 180 5

9.2 ms, Dv 0 5 p/t 180 corresponds to a field variation of 4 G from the field
strength of 541.2 G at the sweet spot. Exact resonance,Dv0 5 0, is shown by
he dotted line. To the left and right of the sweet spot, the strength of the
eld B0 decreases andDv0 . 0, whereas to the top and bottom of the sw
pot, Dv0 , 0. The solid lines are contours of constant values ofv1. The

curves are labeled byv 1t 180/p, i.e., the ratio of the local RF field to the ide
value.
g
er
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with fields approximated by two-dimensional dipoles (13), the
distribution functionf(Dv 0, v 1) has only contributions on
nearly horizontal line going through the sweet spot (Dv 0,
v 1) 5 (0, p/t 180) with a slope of¹B1/¹B0 ! 1.

5.3. Transient Behavior of the First Few Echoes

The amplitudes of the first few echoes show a dis
transient behavior. In Fig. 7, the calculated amplitudes o
first 15 echoes are compared with CPMG measurements
formed with the logging tool, using a large bottle of water
sample. Both in-phase and out-of-phase amplitudes are s
There is excellent agreement between measurements an
culations. For the solid line, the signal (Eq. [6]) was calcul
using the full expression for the magnetization,mN, Eq. [11].
It is normalized with respect to the asymptotic signal, Eq. [

The data in Fig. 7 show that the second and third term
mN, Eq. [11], are only relevant for the first two echoes. F
higher echo number, the integration over the field distribu
averages these terms to zero to a high degree. This de
strates that the expression for the asymptotic signal, Eq.
is an excellent approximation for the observed signal.
out-of-phase component is less than 1% of the asymp
in-phase value for all echo numbers. Therefore, the tran
spin dynamics effect does not affect the determination o
proper signal phase. The transient behavior for the first
echoes shows a negligible dependence ontE for tE # 1 ms. At
longer echo spacings, diffusion effects become important.
is further discussed in Section 6. For weaker field inhom
neities, the transient effect is smaller on the first two echoe
extends over a larger number of echoes.

FIG. 5. Sensitivity map in the cross section through the plane perpe
ular to the sonde axis at the position halfway along the RF sensor
grayscale is proportional to the signal generated by spins located at tha
The dashed lines are contour lines of constant gradient for 30, 100, an
G/cm, respectively. The solid line indicates the 10 G/cm contour.

n
ng

tic
t



usi

to
ure
g t
tw
th

the
we

o
f he
t
1

e a
p am
e e

tes
fro
uc

actor

of the
the

d by
,
ig. 8
field

e of
oped.
e
ential
m of

MR
lt of

ally
tion
ng
. We

ch that

has
litud
e s
wa

ed
has

th

lotted
RF
phase
t the
axis
y in a

h rongly
o

129CPMG IN GROSSLY INHOMOGENEOUS FIELDS
5.4. Phase

For the CPMG sequence, the axis describing the refoc
cycle, n̂@, is in theŷ–ẑ plane for all values ofDv0 andv1. As
stated above, this implies that the phase of the asymp
signal is along theŷ direction, independent of the exact nat
of the inhomogeneities. This has been tested by detunin
logging tool from the sweet spot of the saddle point. Using
large coils, an external magnetic field was applied to
logging tool roughly parallel to the field produced by
permanent magnets. This external field was varied bet
218.8 and118.8 G, corresponding to a change in Larm
requency of680 kHz. This is significantly larger than t
ypical strength of the RF field, which is of orderv 1/ 2p .
/ 2t 180 5 17.1 kHz.
CPMG measurements were taken as a function of th

lied field. The RF frequency and all other acquisition par
ters were kept constant. An applied field of618.8 G shifts th

distribution functionf(Dv 0, v 1) shown in Fig. 6 along theDv0

axis bydv 0 5 64.7p/t 180. In this case, the signal origina
not from the sweet spot at the saddle point anymore, but
two thin crescents. The associated resonant volume is red

FIG. 6. Distribution functionf(Dv 0, v 1) for the field map of the logging
f(Dv 0, v 1) dDv 0 dv 1 is proportional to the volume of spins withDv0 6 dD

FIG. 7. Transient behavior of the first 15 in-phase (top) and out-of-p
(bottom) echo amplitudes. The solid lines are the calculated echo amp
based on the measured field maps using the full expression for th
dynamics. The dots show the results of CPMG measurements with a
sample and using an echo spacing oftE 5 320 ms. The data are normaliz
with respect to the asymptotic limit of the in-phase signal. Only the in-p
amplitudes of the first two echoes show a significant deviation from
asymptotic limits, shown as dashed lines.
ng
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which leads to a decrease in signal amplitude by over a f
of 2.

Detuning from the sweet spot does not affect the phase
signal significantly, as is shown in Fig. 8. This supports
previous conclusion from Fig. 7 that the signal is dominate
the magnetization spin-locked to the axisn̂@. This behavior
independent on the exact field profile, is contrasted in F
with the phase of a free induction decay in a homogeneous
where detuning leads to a rapid phase change.

5.5. Relaxation

In Section 4, the theory of relaxation in the presenc
inhomogeneous fields for the CPMG sequence was devel
It was shown that forT1 Þ T2, the overall decay of th
detected transverse magnetization is not single expon
anymore and that the initial decay rate is a weighted su
T2

21 andT1
21.

In Fig. 9, calculations for the field maps of the present N
logging tool are presented. The solid line shows the resu
solving the full spin dynamics problem, Eq. [28], numeric
for the field maps of the NMR logging tool using the relaxa
parametersT2 5 30 ms andT1 5 90 ms. The echo spaci
was set totE 5 1 ms and standard phase cycling was used

ol, normalized to a maximum of 1. The distribution function is defined su
andv1 6 dv1, multiplied by the coil efficiency factorv 1/I .

e
es

pin
ter

e
e

FIG. 8. The change of the measured phase of the NMR signal is p
versus the additional field,gBapp/2p, applied to the logging apparatus. The
frequency, coil tuning, and pulse sequence were kept unchanged. The
shows only a weak dependence on the applied field, indicating tha
magnetization contributing to the signal is effectively “spin-locked” to the
n̂@. In contrast, the calculated phase change of the free induction deca

omogeneous field with the same nominal RF field strength depends st
n detuning, as shown by the dashed line.
to
v0
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130 HÜRLIMANN AND GRIFFIN
assume that the spins are initially in thermal equilibrium
that diffusion is negligible. Relaxation during the pulse
neglected. The time axis in Fig. 9 only includes the time of
precession.

The amplitudes of the first and second echoes show
characteristic transient behavior. The deviation of these ec
from the smooth extrapolation from the later echoes ag
with the previous results in Section 5.3 obtained withou
laxation. After the second echo, the signal decays in a sm
manner. The decay rate is clearly slower than 1/T2, shown by
the dashed–dotted line. The theoretical expression fo
initial decay rate, Eq. [33], is shown by the dashed line. Fo
field maps, the value of̂nz

2& has been evaluated numerically
e 0.15. There is excellent agreement between the s

heoretical expression and the simulations. At lower si
evels, the decay starts to deviate from the exponential d
his is also in agreement with our predictions: The in
ecay rate of 1/T2 2 ^nz

2&(1/T2 2 1/T1) slows down to th
limiting rate of 1/T1.

For the current NMR device, the measured initial decay
will vary betweenT2 for T1 5 T2 and the limiting case o
T2/^ny

2& 5 1.17T2 for T1 @ T2. This is shown in Fig. 10
whereT2,eff/T2 is plotted as a function of the ratio ofT1/T2,
following Eq. [33].

In Fig. 10, we have also included results for a different N
logging tool published by Goelman and Prammer (13). They
used numerical simulations to obtainT2,eff/T2 as a function o
T1/T2. This NMR apparatus has a very different field m
compared to our device, but their simulation results can st
well described by Eq. [33]. The field maps are described to
order by two-dimensional dipoles. For such field maps,
parameter̂nz

2& is calculated to be 0.09. The fit shown in Fig.
to the numerical data gives^nz

2& 5 0.12. Thedifference give
an indication of the end effects where the fields deviate
pure two-dimensional dipole fields.

FIG. 9. Relaxation: The solid line is an exact spin dynamics calcula
sing the measured field maps and assumingT2 5 30 ms andT1 5 90 ms

The initial decay rate is slower thanT2
21 (dash–dotted line) but agrees w

1/T2 2 ^nz
2& (1/T2 2 1/T1) 5 (33.4 ms)21 (dashed line). At longer times, t

decay deviates from a single exponential.
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6. DIFFUSION

For samples with intrinsically long relaxation times,
decay of the observed CPMG echo trains is often controlle
diffusion in field inhomogeneities. In our apparatus, the m
netic field is relatively uniform near the saddle point. Mov
away from the saddle point, the gradientg [ u= (uB0u)u
increases to first order linearly. Figure 5 shows that the
gradient strength in the sensitive region of our apparatus v
over a wide range. Close to the saddle point, the gra
strength is less than 10 G/cm, but significant signal comes
regions with gradient strength in excess of 100 G/cm.

The effect of diffusion in these gradients is clearly eviden
Fig. 11. A large bottle of water was placed on the apparatu
the decay of the echo amplitudes measured for six diffe
echo spacings,tE 5 0.32, 0.65, 1, 2, 5, and 10 ms, respectiv
The strong dependence of the decay rate on echo spacin
clear indication of diffusion effects.

n
FIG. 10. Ratio of the CPMG relaxation time measured with the log

tool, T2,eff/T2, as a function of the ratio ofT1/T2. The solid line is the result o
he spin dynamics calculations for the device described here. For our d
nz

2& 5 0.15. Thedots show numerical simulations published by Goelman
Prammer (13) for a different NMR logging device. The dashed line is a fi
those simulations witĥnz

2& 5 0.12. Arrows indicate the limiting values
T2,eff/T2 for T1 @ T2 for the two cases.

FIG. 11. CPMG measurements with different echo spacings show
effect of diffusion in the inhomogeneous field of the inside-out NMR de
The sample was a big bottle of water placed on the logging tool. The val
echo spacings aretE 5 0.32, 0.65, 1, 2, 5, and 10 ms, respectively, increa
from the top curve to the bottom curve.
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131CPMG IN GROSSLY INHOMOGENEOUS FIELDS
With diffusion, spins experience time-dependent refocu
cycles. The axisn̂@ starts to fluctuate and subsequent rotat
do not commute anymore. To describe the effect of diffu
quantitatively, we first consider that spins diffuse only ov
distance between a few micrometers and a few tens o
crometers before they dephase. Over this length scale
inhomogeneities in theB0 field of the apparatus can be w
approximated by local gradients; curvature terms are no
portant. Over these distances, the direction of the static fieB0

changes only by a small amount so that the spins can fo
adiabatically. Therefore, it is the gradient of magnitude inB0,
g 5 u¹uB0uu, that determines the dephasing for diffusion. In
case,B1 gradients can be neglected to a good approxima

6.1. Diffusion Effect on the First Two Echoes

Woessner (31) has studied the effect of diffusion in inh
mogeneous fields for up to four pulses. His calculation k
track of the extra phase shifts that the transverse magneti
acquire between pulses due to the fluctuating magnetic fie
spins experience. The resulting attenuation is obtained
integrating over the distribution of the phase shifts, taking
account the appropriate correlations for unrestricted diffu
We have used the treatment of Woessner to model the obs
effect of diffusion on the first two echoes in Fig. 11.

We have generalized the calculation in (31) by including
effects of RF pulses far off resonance, i.e., take into acc
that the RF pulses rotate around an axis with a significaẑ
component. The expressions derived for this case are su
rized in Appendix B. Some of the terms have already b
obtained by Goelman and Prammer (13). At every point in the
ensitive region, the local gradient was determined from
easured field maps and the echo amplitude for the firs
choes was calculated as a function of echo spacing usin

39] to [48]. The diffusion coefficient was set toD 0 5 2.3 3
1025 cm2/s, appropriate for water at room temperature.
results for the calculated echo amplitudes, integrated ov

FIG. 12. Amplitude of the first and second echoes as a function of
spacing. The symbols show measured values; the solid lines show the re
calculations based on the measured field maps that take diffusion in th
gradient into account. The sample is a large bottle of water at room tempe
g
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space, are shown in Fig. 12 and compared with the mea
ments from Fig. 11.

There is excellent agreement between calculation and
surements. For short echo spacings, the behavior of the
two echo amplitudes is determined primarily by the spin
namics interplay between the first term in Eq. [11] and
other two terms. As was discussed in Section 5.3, the se
and third terms overall subtract from the first term for the
echo, but add for the second echo. This leads to the char
istic transient behavior with a decreased first echo ampli
shown in Fig. 7.

With larger echo spacings, diffusion modifies this trans
behavior of the first two echoes. Diffusion attenuates the
ond echo more than the first echo. As a results, there
crossover at echo spacings of around 5 ms, when the amp
of the second echo drops below the amplitude of the first e

6.2. Gradient Distribution

For a larger number of echoes, this approach for calcul
the effect of diffusion of the CPMG sequence in gro
inhomogeneous fields becomes unmanageable, becau
number of coherences that must be considered diverges

In our application, there is a large range of local gradie
In Fig. 13, the solid line shows the gradient distributionf( g)
calculated from the measured field maps. At every poin
space, the local gradient is calculated and it contributes tof( g)
according to the local asymptotic sensitivity, i.e., the integ
of V` (Eq. [5]) using the asymptotic magnetizationm`,y (Eq.
[24]). In Fig. 13, the gradient distribution is displayed a
function of log(g) and is normalized so that* d log g f(log
g) 5 1. The distribution has a maximum at around 20 G
but with significant contributions over a range of almost
orders of magnitude in gradient strength.

For weak inhomogeneities, it is well known (7, 32) that
diffusion in a gradientg leads to an extra attenuation
exp{2 1

12g
2g2D 0t E

2t}. This corresponds to the case whennz 5
0. Kaiseret al. (33) have analyzed the effect of diffusion

o
lt of
cal
re.

FIG. 13. Gradient distribution for logging tool: The solid line shows
distribution derived from the measured field maps. The dotted line show
gradient distribution deduced from the CPMG measurements, assum
value of the efficiency factorh 5 1.
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132 HÜRLIMANN AND GRIFFIN
inhomogeneous fields when a large number of identica
pulses are applied. They found that when the signal has
tributions from many different coherences (in our langu
nz Þ 0), the signal decay due to diffusion is faster than for
on-resonance case. They introduced the efficiency factorh .
1 to measure the increase in decay rate. For our cas
approximate the signal decay for the CPMG sequence i
homogeneous fields, after the first few echoes, by

M~t! < M0expH2
t

T2
J E dgf~ g!

3 expH2
1

12
hg 2g2D0t E

2tJ . [35]

In principle, the efficiency factorh has a complicated depe
dence onDv0, v1, and the pulse parameters. However, we
that within experimental error, the diffusion-related signal
cay in Fig. 11 scales liket E

2t. This indicates that, for ou
analysis, we can ignore the dependence ofh on other param
eters and replace it to first order by a constant.

We have used Eq. [35] to extract independently a dist
tion of gradients,f( g), from the measured signal decay a
the first few echoes. The fitting routine used was origin
developed by Sezginer for relaxation time distributions (34).

he bulk relaxation time of water was independently meas
n a standard NMR set up with homogeneous field at 2 M
or this analysis, we set the efficiency parameterh 5 1. The

diffusion coefficient was set toD 0 5 2.3 3 1025 cm2/s. The
resulting gradient distribution is shown as a dotted line in
13.

The two gradient distributions, shown in Fig. 13, sho
remarkable agreement, considering that they were obtain
completely independent ways. Closer inspection shows th
measurement derived distribution appears to be shifted sl
to the right by about 15% compared with the field-map-b
distribution. This can be interpreted that the efficiency facth
is not 1 as assumed in the data analysis, but is^h& ' 1.3.

To use this measurement for the extraction of fluid diffu
coefficients in real formations, two complications arise. F
susceptibility contrasts between the rock grain and the
filling fluids lead to induced gradients that can be compar
to these tool gradients (35). Second, in the pore space of
ock, diffusion of the spins is restricted and not free as assu
bove. If the pore size is smaller than the dephasing le

g [ (D 0/(gg)) 1/3, the effects of restrictions are important (36).
ypical values ofl g are in the range of a few to 10mm,

comparable to the pore size in many formations.

7. CONCLUSIONS

We have shown that the spin dynamics of the CPMG
grossly inhomogeneous fields can be analyzed effective
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considering the axis,n̂@, that characterizes the refocus
subcycle from one echo to the next. This is essentially
eigenvector of the propagator of the refocusing subcycle
ciated with the eigenvalue 1. After the first few echoes,
signal is dominated by the magnetization spin-locked to
eigenvector. The components of the magnetization afte
initial 90° pulse that fall onto the other two eigenvectors g
rise to a transient behavior of the first few echo amplitudes
then average out to a high degree. For the CPMG sequen
the absence of diffusion or motion effects, the axisn@ is
always in they–z plane in the rotating frame. As a con
quence, the phase of the echoes is independent of the
field distribution. These results have been confirmed
experiments on a inside-out NMR logging tool with v
inhomogeneous fields.

When the axisn@ has a significantz-component, the sign
has an offset at long times. It can be eliminated by p
cycling. In addition, whenT1 Þ T2, it gives rise to a nonex-
ponential signal decay with an initial decay rate that
weighted sum ofT1 andT2 relaxation rates.

This approach is also useful for the analysis of effects d
motion, instabilities of pulse parameters, or diffusion.

APPENDIX A

Field Maps

A.1. Measurement of Field Maps

Each component of the static fieldB0(r ) was mapped usin
a one-axis Hall probe [F. W. Bell, Inc., Digital Gaussme
Model 811AB and SAK 8-1808 probe]. The probe w
mounted to a three-axis computer-directed positioner
scanned the field in front of the magnets. The probe was
reoriented and the next component ofB0(r ) was measured.

For the measurement of the normalized RF field,B1(r )/=P,
a HP3577A network analyzer was used. The RF senso
driven at its resonant frequency,vc. A pick-up loop, mounte
to the same three-axis computer-directed positioner, sca
sequentially the three components of the RF field in front o
antenna. The voltage induced in the single turn, 0.202
diameter, pick-up loop drove the balanced terminals of a
ohm 1:1 balanced to unbalanced transformer. The norma
zero-to-peak RF field along the axis of the pick-up loop
determined from the measuredS-parametersSij by

B1

ÎP
5 S21

2

~1 2 S22! NtAvc
Î 2Z0

1 2 uS11u 2 . [36]

Here P is the power dissipated in the antenna and its tu
capacitors,Nt 5 1 is the number of turns on the pick-up lo
A 5 2.073 1025 m2 is the area of the pick-up loop, andZ0 5
50 V is the input/output impedance of the network analy



as
r
s o
ee
rfe
ch

f th
of
obe

po
xa
rre
o

ctu
n
te
sam

on
re

to

r

al

ag-

a
lues,
s us
e
t

s
s ated
a

eld

en-
now
s of
sed.

two
fre-
ils
ua-

cquire
s with

rst
r all

ngth

e., it
y

eet
s her
a all
a e fi
c an
d mi
m cte

ypic

133CPMG IN GROSSLY INHOMOGENEOUS FIELDS
A.2. Corrections to the Field Maps

For our application, the accuracy of theB0 measurement h
to be much better than the local value ofB1, i.e., much bette
than 1%. In Fig. 14A, two independently measured profile
the magnitudeuB0(r )u are shown on a line through the sw
spot along the axis of the NMR sensor. Instead of a pe
overlay, the two curves deviate from each other by as mu
10 G, an amount much larger than the typical value ofB1.

This deviation is caused by the imperfect reorientation o
Hall sensor that is necessary between measurements
three field components. As a consequence, when the pr
nominally reoriented by 90° to measure the next field com
nent, the sensor does not measure a component that is e
orthogonal to the previous measurement. A systematic co
tion of the data for this tilt is required. This tilt has tw
independent contributions. First, according to the manufa
er’s specifications, there is an uncertainty in the orientatio
the chip sensing the Hall voltage of62°. Second, we estima
that our alignment of the probe is accurate to about the
level, 62°.

Two angles are required to describe the actual orientati
the Hall sensor relative to the nominal direction. For all th
components, this results in a total of six angles that have

FIG. 14. Profiles ofuB0u from two different field scans through the sw
pot along the axis of the NMR apparatus. (Top) Data as measured. T
large discrepancy between the two measurements, caused by a sm

lignment of the Hall probe for the separate measurements of the thre
omponents. (Bottom) Corrected data. For each measurements, the
escribing the probe misalignments were determined separately by
izing u= 3 B0u2. There is excellent agreement between the two corre

field measurements. The small error bar on the upper left shows a t
value ofB1.
f
t
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determined. For a given data set, the measured fields,B0,m, are
elated to the true fields,B0, by

B0,m

5 1Î1 2 « x,y
2 2 « x,z

2 «x,y «x,z

«y, x Î1 2 « y, x
2 2 « y,z

2 «y,z

«z, x «z,y Î1 2 « z, x
2 2 « z,y

2 2
3 B0. [37]

Here« i , j 5 sin u i , j with i , j 5 x, y, or z and whereu i , j is the
angle between the trueı̂ axis and the projection of the actu
orientation of the Hall probe onto the (ı̂, ĵ ) plane.

Maxwell’s equations require that the curl of any static m
netic field vanishes (37):

= 3 B0 5 0. [38]

We estimated= 3 B0,m from the discrete points of the me-
sured field map and found systematically nonzero va
caused by the misalignment of the Hall probe. This allow
to determine the anglesu i , j in a robust way by minimizing th
square of the estimated curl ofB0, u= 3 B0u2. We observe fas
convergence with the solutions (u x,y, u x,z, u y,x, u y,z, u z,x,
u z,y) 5 (3.38, 20.68, 2.38, 2.48, 1.98, 23.08) for the fine
cale map and (1.9°, 3.4°, 1.8°, 2.3°, 2.1°,23.8°) for the large
cale map, respectively. These angles are within our estim
ccuracy of orienting the Hall probe. The residual of^u= 3

B0u2& is typically over 100 times smaller for the corrected fi
maps than for the uncorrected maps.

Figure 14B compares the field profiles of the two indep
dently corrected field maps. The corrected field maps are
in excellent agreement. For all spin dynamics calculation
the NMR logging tool, only the corrected field maps were u

APPENDIX B

Spin Dynamics of the First Two Echoes with Diffusion

In this Appendix, the general expressions for the first
echo amplitudes with diffusion and for arbitrary offset
quencyDv0 and RF field strengthv1 are summarized. Deta
of the calculation will be given elsewhere. Diffusive atten
tion is caused by the extra random phases the spins a
between the pulses because the spins diffuse into region
different Larmor frequency. Following Woessner (31), the
evolution for every different possible diffusion path is fi
calculated. The final result is obtained after averaging ove
possible paths. Unrestricted diffusion in a gradient of stre
g and standard two-step phase cycling are assumed.

The effect of diffusion on the RF pulses is neglected, i.
is assumed that the RF strengthv1 and the offset frequenc

e is
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134 HÜRLIMANN AND GRIFFIN
Dv0 is time independent for all of the RF pulses. This
appropriate in our case, since the gradient ofB1 is much
maller than the gradient inB0 and the duration of the puls

is much shorter than the echo spacing.
The y-magnetization, normalized to the thermal magne

tion M 0, at the time of the first echo, is given by

m1,y 5 a1expH2
2

3
g 2g2D0t cp

3 J
1 a2expH2

8

3
g 2g2D0t cp

3 J , [39]

with

a1 5 Sv1

V D 3

sin~Vt90!sin2~Vt180/ 2! [40]

a2 5
v1

V
sin~Vt90!Fv1

V
sin2~Vt180/ 2! 1 cosa@G

2
v1

V

Dv0

V
@1 2 cos~Vt90!#nzsin a@. [41]

The quantitiesny, nz, and a@ have been defined by Eq
[16–18]. The second term in Eq. [39] comes from the pa
the free induction decay of the first pulse that does no
refocused by the second pulse. Terms due to the free indu
decay of the second pulse do not appear, because they
been eliminated by phase cycling.

For the second echo, they-magnetization, normalized to t
thermal magnetizationM 0, is the sum of six terms:

m2,y 5 O
i51

6

biexp$2h ig
2g2D0t cp

3 %. [42]

he parametersh1, h2 . . . h6 are 4/3, 8/3, 10/3, 14/3, 46/3, a
4/3 and the coefficientsbi are given by

b1 5 Sv1

V D 5

sin~Vt90!sin4~Vt180/ 2! [43]

b2 5
1

2 Sv1

V D 3

sin~Vt90!Fsin2~Vt180!

1 SDv0

V D 2

@1 2 cos~Vt180!#
2G [44]

b3 5
1

4

v1

V
sin~Vt90!ny

2@sin2a@ 2 nz
2~1 2 cosa@! 2#

2
1

2

v1

V

Dv0

V
@1 2 cos~Vt90!#ny

2nz

3 sin a@~1 2 cosa@! [45]
-

f
et
ion
ave

b4 5
1

2

v1

V
sin~Vt90!ny

2@2sin2a@ 1 nz
2~1 2 cosa@! 2#

1
v1

V

Dv0

V
@1 2 cos~Vt90!#ny

2nz

3 sin a@~1 2 cosa@! [46]

b5 5
1

4

v1

V
sin~Vt90!ny

2@sin2a@ 2 nz
2~1 2 cosa@! 2#

1
1

2

v1

V

Dv0

V
@1 2 cos~Vt90!#ny

2nz

3 sin a@~1 2 cosa@! [47]

b6 5
1

4

v1

V
sin~Vt90!@nz

4~1 2 cosa@! 2

1 ~1 1 cosa@! 2 2 6nz
2sin2a@#

2
v1

V

Dv0

V
@1 2 cos~Vt90!#nz

3 sin a@@~1 1 cosa@! 2 nz
2~1 2 cosa@!#. [48]

Note thata1, b1, andb2 do not depend on the echo spac
The termsa1 andb1 give the contributions from the standa
Hahn echoes; the termb2 is due to the stimulated echo.

For D 0 5 0, the expression for the magnetization for
first and second echoes reduces to¥ i51

2 ai and¥ i51
6 bi , respec-

tively. These sums are identical to Eq. [11] forN 5 1 and 2
respectively.
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